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A B S T R A C T

Energy demand grows along with technological advances, industrial expansion, and global urbanization. To
supply this demand sustainably, there are several attempts to harness energy from renewable sources, among
them, wave energy. The study of wave energy availability in energy conversion devices primarily focuses on
two major areas: analysis of the fluid-dynamic behavior of the devices and the simulation of sea states to
estimate theoretical energy potential. Despite advancements in both fields, there is a lack of methodologies
that effectively integrate realistic irregular wave simulations and fluid-dynamic analysis of energy conversion
devices. This research aims to integrate these areas by employing the WaveMIMO methodology, in which a
sea state spectrum is converted into a statistically equivalent time series of water free surface elevation, then
applied as an estimation of the velocity field in the water column to generate irregular waves. This study
focuses on the development of a methodology to characterize the wave climate in the city of Rio Grande,
in southern Brazil, for the year 2014, using a histogram to classify sea states according to their significant
wave height and mean wave period, thus producing a bivariate histogram of wave conditions. A sea state
spectrum was obtained for each pair of wave height and period and simulated using the computational fluid
dynamics software Fluent to reproduce the realistic irregular waves of this sea state. The results indicated
that the methodology for categorizing the sea state based on a histogram proved to be a computationally
efficient alternative for the numerical simulation of wave climates in a given location for a long period of time,
reducing the simulation time needed to approximately 0.5% of the total amount. In addition, an application
of this methodology to investigate the wave energy conversion employing an oscillating water column device
is presented as supplementary material.
Introduction

Renewable energies have emerged as a solution to the challenges
of climate change and the depletion of non-renewable resources. Ac-
cording to the International Energy Agency (IEA), renewable sources
accounted for around 29% of global electricity generation in 2020,
showing a significant increase compared to previous years. The IEA
forecasts that this share will rise to 37% by 2026, driven by continued
investments and supportive policies [1]

Ocean wave energy is a promising renewable power source, offering
high availability and relatively untapped potential. While the precise
estimation of theoretically available wave power is not definitive [2–5],
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approximate figures hover around 27 000 TWh/year, exceeding the re-
newable energy generation target of 12 000 TWh set by the IEA for the
year 2026. Several countries have initiated projects and trials to explore
the potential of wave energy, most notably Portugal [6], the United
Kingdom [7], and Australia [8], but none of the deployed prototypes
have reached commercial scale, partly due to the different technologies
which compete for research and development focus, and partly due to
the various location sites that have contrasting characteristics, making
development even more complex [5].

Given the challenges in making wave energy harvesting a feasible
reality, this paper presents a numerical methodology for a simple and
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data mining, AI training, and similar technologies. 
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Fig. 1. Illustration of a finite element mesh and directional wave spectrum for a given propagation direction.
cost-effective initial investigation of the expected energy output of
a wave energy converter (WEC) at any location. This methodology
is applicable regardless of the WEC type or geographical location,
enabling rapid estimation of the expected energy output. This allows
researchers and investors to make more informed decisions about the
most suitable device and location for installation.

In this context, spectral wave models are useful for long-term sim-
ulations of the wave climates, and their results can be used to assess
long-term trends and variability in the wave climate [4,9–12] and the
theoretical wave power delivered by the waves [2,3,13].

However, spectral wave models cannot properly simulate WECs.
Firstly, because they operate in the frequency domain, while computa-
tional fluid dynamics (CFD) models of the devices operate in the time
domain, therefore, they are incompatible in their very nature. Secondly,
because of the time scales involved: spectral models usually simulate
periods of one year or longer, using time steps of about 15 min, while
CFD models usually simulate periods of only a few minutes, using time
steps typically shorter than 1 s.

That said, this paper aims to combine these two approaches to
estimate the available power that can be extracted from a WEC. To that
end, the WaveMIMO methodology [14] uses spectral wave data for the
characterization of the wave climate in the study area and as a data
source for boundary conditions. Then, it transforms the wave spectrum
from the frequency to the time domain, using it as boundary conditions
for the CFD model.

The entirety of the WaveMIMO methodology as applied in the
present research consists in 6 steps:

1. Spectral simulation of the waves in the study area, in this paper,
using the third-generation wave model TOMAWAC;

2. Analysis of the results of the spectral model for the characteri-
zation of the wave climate and definition of the simulation plan;

3. Transformation of the selected wave spectra into time series of
sea surface elevation;

4. Computation of the boundary conditions for the CFD model;
5. CFD simulation of the selected cases;
6. Analysis of the results and estimation of the wave power deliv-

erable by the simulated WEC device if installed in the chosen
location.

It is worth mentioning that steps 3 and 4 are thoroughly explained
by Oleinik et al. [15] and Machado et al. [14], respectively, so an
abridged version was presented in this study, for brevity.

Materials and methods

The application of the WaveMIMO methodology involved two parts.
First (frequency domain), the study area was defined, and a spectral
2 
wave model was selected, run, and converted to the time domain for
a chosen spatial point. Second (time domain), the CFD model was
selected, and the time-domain data was adjusted for suitable boundary
conditions, allowing the CFD model to simulate realistic irregular wave
generation and propagation.

Sea state simulation and study area

The adopted spectral wave model was TOMAWAC [16,17], a third-
generation spectral wave model that solves the wave action conser-
vation equation on a discrete domain employing the finite element
method. To do so, TOMAWAC discretizes the waves on each node of
the domain in a finite number of wave frequencies and propagation
directions, called directional wave spectrum, illustrated in Fig. 1.

For this paper, the study area chosen for the WEC device was the
coast of the municipality of Rio Grande, in the state of Rio Grande do
Sul, Brazil. The simulation domain encompassed the entire geograph-
ical state, as shown in Fig. 2, along with the numerical mesh used
for the sea state simulation. The coastline shape was taken from the
GSHHG1 (Global Self-consistent, Hierarchical, High-resolution Geogra-
phy Database) [18].

The spatial discretization varied, with element edges ranging from
10 km at the offshore mesh border to 1.3 km at the continental shelf
break and 250 m along the coastline. A 15-min time step was used
for temporal discretization, with 25 wave frequencies per direction in
the spectral discretization. This setup was used in prior studies on the
southern Brazilian coast [12–14,19,20].

At the oceanic boundaries (red shading contour in Fig. 2), spec-
tral parameters taken from NOAA (National Oceanic and Atmospheric
Administration)’s WaveWatch III historical data2 were obtained and in-
terpolated to the boundary nodes of the mesh. The parameters, namely,
significant wave height (𝐻s), spectral peak period (𝑇p), and principal
peak direction (𝐷p), were used as parameters to compute a JONSWAP
(Joint North Sea Wave Observation Project) wave spectrum [21] at
each mesh node, which was then used as the boundary condition
for TOMAWAC. On the water surface, wind from NOAA’s Reanalysis 1
project3 was used as boundary condition.

Finally, data from the GEBCO4 (General Bathymetric Chart of the
Oceans) were used to represent the bottom bathymetry in the deep
ocean, and on the continental shelf, nautical charts from the Brazilian
Navy5 were obtained and digitalized into a bathymetry database [22],
which was used to form the bathymetry for this study.

1 www.ngdc.noaa.gov/mgg/shorelines/gshhs.html
2 ftp://polar.ncep.noaa.gov/history/waves/multi_1
3 www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.html
4 www.gebco.net
5 https://www.marinha.mil.br/chm/dados-do-segnav-cartas-nauticas
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Fig. 2. Overview of the study area and the numerical mesh used.
The simulation was then run for the entire year of 2014, and the
complete directional wave spectrum was collected at the selected node
(Rio Grande), and saved at each time step of 15 min.

Definition of the simulation plan

An advantage of CFD is its ability to quantify the energy a WEC
would capture if installed at a chosen location. However, due to the
high variability of ocean waves, simulating a long period is required
for accurate estimates. Simulating a full year of sea states with CFD is
infeasible, so simplifications were necessary. This involved statistical
analysis of the wave climate using TOMAWAC results to generate a
time series of 𝐻s and 𝑇m (mean wave period), classified in a bivariate
histogram (Fig. 3) showing the occurrence frequency of each 𝐻s and
𝑇m combination. The histogram’s bin count was estimated using the
Freedman–Diaconis rule [23].

Each data point accounted for in the histogram represents a wave
spectrum of a 15 min time step, from a total of 35 040 occurrences. The
most frequent scenario has 𝐻s of 0.66 ± 0.06 m and 𝑇m of 6.3 ± 0.3 s,
which accounts for 5.88% of the dataset.

Considering that 𝐻s and 𝑇m are suitable parameters to describe a sea
state, it is admissible that the histogram in Fig. 3 adequately describes
the sea state in the studied location and time interval, as it shows,
approximately, how often each sea state occurs. This is not completely
accurate, as the sea state cannot be perfectly described by just 𝐻s
and 𝑇m, instead of a complete spectrum. However, using these average
parameters is a good first approximation of the spectrum, even more
so in shallower areas, where bottom friction dissipates longer waves,
making the wave spectra more uniform.

Therefore, by using the histogram to characterize the sea state, the
number of simulated cases could be reduced from 35 040 (one every
15 min for a year) to 181 (pairs of 𝐻s and 𝑇m with at least one
occurrence in Fig. 3).

To select the simulated cases, all spectra that contributed to each
bin in the histogram were averaged at each wave frequency. Then, each
3 
spectrum was compared to the average spectrum using the least squares
difference metric to find the one closest to the average. That spectrum
was selected to represent the entire bin in the histogram. This process
was repeated for all 181 bins.

CFD model

For the simulations, CFD software Fluent 19.3 (2019 R2 academic)
was used. Fluent, a finite volume-based general-purpose CFD code [24,
25], simulated a wave flume following previous studies [14,26–28].
The study assumed laminar, incompressible flow to model wave prop-
agation and interaction with air, the device, and the wave flume. To
this end, Fluent solves the mass and momentum conservation equa-
tions [24].

To simulate the wave flume, a fraction of the domain must be
filled with water and the remaining volume with air. To treat the
two-phase flow in the flume, this study employed the volume of fluid
method [29,30], allowing to simulate the interface between fluids
in a multiphase immiscible flow. Additionally, Fluent also solves an
equation of transport of the quantity called volume fraction for each
phase in the flow [30].

Furthermore, a numerical beach condition was applied at the end
of the wave channel to dissipate waves, mimicking natural beach wave
dissipation. This prevented reflections that could disturb the channel
inlet and interfere with the imposed sea state. The condition added an
energy source term to the momentum equation, with damping coeffi-
cients of 20 s−1 for linear and 0 m−1 for quadratic, as recommended
in [27].

Prescribed velocity data for the CFD simulation

Each simulated spectrum had to be converted into proper time-
domain boundary condition data for the CFD simulation. As the nu-
merical model used in this study uses prescribed velocity boundary con-
ditions, each wave spectrum must be transformed into a time-varying
vertical profile of the water velocity caused by the waves.
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Fig. 3. Bivariate histogram of 𝐻s and 𝑇m on the study location.
To that end, firstly, the spectrum was transformed into a time series
of water surface elevation (𝜂) using the method proposed by Oleinik
et al. [15], which uses the wave amplitude spectrum and a random
phase spectrum to generate a valid Fourier transform of a time series
of 𝜂, which then went through an Inverse Fourier transform to produce
the time series of 𝜂.

The converted time series was then used to count and measure the
period of each wave using the zero-up crossing method. The discrete
period measured was then cosine-interpolated into a time series, 𝑇 ,
with the same length as the time series of 𝜂. With that and the local
water depth, 𝑑, it was possible to solve the dispersion relation for the
wavelength, 𝐿. This method is entirely linear and could be replaced
by the method by Rienecker and Fenton [31], or the one by Chang
and Lin [32]. However, as shown by Machado et al. [14], the velocity
profiles generated using this fully linear method match the initial time
series of 𝜂 quite closely, so, in practice, the added complexity is only
effective if a much higher degree of accuracy is required.

With the time series of water surface elevation, wave period, and
wavelength, it was possible to compute the time series of water velocity
in the 𝑥 and 𝑧 directions [33,34].

The numerical model

To simulate the WEC under wave action, it must be placed in a wave
flume to capture wave-device interactions. The flume design followed
Martins et al. [35], with a total length of 327 m, a water depth of 10 m
(based on the study location, red dot in Fig. 2), and an additional 5 m
above the surface to avoid top boundary interactions. Fig. 4 shows a
schematic of the wave flume.

At the bottom of the wave flume (continuous black line), a non-
slip boundary condition was imposed to simulate the bottom friction,
and at the top and on the left boundary above the free surface (dashed
red line), a boundary condition of constant atmospheric pressure was
prescribed to allow free air flow.
4 
The velocity inlet boundary condition to the left (continuous blue
line) was the only boundary where waves were prescribed into the
model. In this boundary, the velocity data obtained as previously
mentioned were used along the water column. In the inlet, below
the free surface, the boundary was divided into a specific number of
segments, and, for each segment 𝑖 at an average depth 𝑧𝑖, a time series
of 𝑢 and 𝑤 was generated, to compose the prescribed velocity vector 𝐮⃗
as shown in Fig. 5. This velocity vector was imposed on every mesh
element whose edge overlapped the segment.

The wave flume had two well-defined regions. The first region
accounted for two-thirds of the flume, where the waves were generated
and propagated, and the WEC device was inserted. The second region
consisted of one-third of the flume, with a numerical beach to dissipate
incoming waves, represented by the green shaded area in Fig. 4.

Discretization
To ensure that the waves imposed at the boundary were correctly

inserted in the model and that they propagate properly to the location
of the WEC, the spatial discretization of the computational domain, as
well as the temporal discretization of the numerical simulation, must
be examined. In addition to that, the ideal amount of inlet segments (𝑧𝑖
in Fig. 5) should be determined.

Therefore, three types of tests were performed: time step (𝛥𝑡), size
of mesh elements (𝛥𝑠), and size of the inlet segments (𝛥𝑧). These
parameters were tested with each other, using the most extreme sea
state (highest 𝐻s) in the database. The results were collected at the
flume inlet, and 109 m away from the inlet, where the WEC would be
simulated.

Reference values of 𝛥𝑡 and 𝛥𝑠 were obtained from previous works,
then, a larger and a smaller value were tested for each. For 𝛥𝑡, the
reference value of 0.05 s [14,36] was used, and the values 0.03 s and
0.07 s were tested. For 𝛥𝑠, the reference value was derived from Martins
et al. [35], yielding elements with a nominal edge length of 0.3 m, and
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Fig. 4. Schematic illustration of the wave flume (vertical scale exaggerated by a factor of approximately 120).
Fig. 5. Schematic illustration of the wave flume inlet, where the prescribed velocity
is imposed as a boundary condition.

additionally, 0.2 m and 0.5 m were tested. In turn, the bibliography for
the size of the inlet segments [14] suggests 14 divisions along the inlet
boundary. Based on that and aiming to ensure a good representation
of the prescribed velocities, the inlet boundary was divided into 15,
25, and 50 segments. The three values for each of the three parameters
were tested with each other, in turn, resulting in 27 simulations.

The duration of each simulation was 5 min, using the same time
series of 𝜂 as basis for each of them. Simulations were executed on an
Intel® Core™ i5-9600K© @4.6 GHz with 16 GB RAM @ 2400 MHz, with
run times ranging from 74 min to 27 h, depending on discretization. All
simulations used four processor cores in parallel.

Since the main variable of interest in this work was 𝜂, it was used to
assess the performance of each of the tests. To compare the simulations,
the root mean square deviation (RMSD) was employed [37].

Results and discussion

Free surface elevation results were compared with input data to
verify proper domain discretization and the model’s accuracy in re-
producing the imposed sea state. This verification ensured that Fluent-
simulated waves matched the boundary conditions and maintained
their characteristics through the domain, allowing accurate estimation
of the WEC’s available power and energy.

Discretization

The initial results showed that the different values of 𝛥𝑧 presented
an irrelevant impact on the results. The RMSD between the simula-
tions with 15 and 25 segments was 0.003 m, and between 25 and 50
was 0.0015 m. In both cases, differences were 3 orders of magnitude
less than the values of 𝜂, therefore the difference was, in practice,
negligible. Possibly, a further reduction of the number of segments
5 
Table 1
RMSD (in m) between the 15 simulations using 25 segments and the reference time
series of 𝜂.
𝛥𝑠 (m) 𝛥𝑡 (s)

0.07 0.05 0.03

0.8 0.2067 0.2057 0.2043 0.2056
0.5 0.1802 0.1784 0.1766 0.1784 −13.230%
0.3 0.1717 0.1699 0.1684 0.1700 −4.709%
0.2 0.1629 0.1608 0.1593 0.1610 −5.294%
0.1 0.1584 0.1557 0.1537 0.1559 −3.168%

0.1760 0.1741 0.1725 RMSD
−1.0795% −0.9190% Difference

to fewer than 15 could result in a considerable loss of detail in the
input boundary conditions. Therefore, for this work, the setup with 25
segments was chosen, which accounted for 𝛥𝑧 equal to 0.4 m. One can
highlight that the number of segments did not impact the simulation
time, since mesh discretization did not change. The only disadvantage
of more segments is the larger effort to load the boundary condition
data.

Thus, with 𝛥𝑧 chosen, 9 simulations were left to be compared.
However, with these simulations, the results to determine which dis-
cretization was best were inconclusive, therefore, two new values for 𝛥𝑠
were analyzed, i.e., 0.1 m and 0.8 m. The results of the RMSD computed
for each of the 15 simulations are summarized in Table 1.

The bold values in the additional rows and columns in Table 1
show the average value of RMSD for each column and row, respec-
tively, and next to it, the percentage difference to the previous av-
erage. For example, the average of the first two rows is, respec-
tively, 0.2056 m and 0.1784 m, and the relative difference between the
two is −13.230%. The highlighted value of RMSD corresponds to the
discretization adopted for the rest of this paper.

Table 1 shows that changes in 𝛥𝑡 improved the result by an average
of 1%, while the changes in 𝛥𝑠 improved the results by around 5%.
It should be noted that, while the change of 𝛥𝑠 from 0.8 m to 0.5 m
considerably improved the result, the change in element size is also
larger in that case, so a larger difference is expected.

An important aspect regarding the choice of discretization, along
with the accuracy of the results, is the computational time; especially
in a work with a large number of simulations. Thus, Table 2 shows the
computational time for each of the cases. As in Table 1, the bold values
in the additional rows and columns in Table 2 show the average value
of the computational time in each column and row, respectively, and
next to it, the percentage difference to the previous average.

Table 2 shows a considerable performance improvement depending
on the size, and consequently the number, of mesh elements. The mesh
with 𝛥𝑠 = 0.5 m (20 590 elements) presented a relatively small increase
in the RMSD compared to the other mesh sizes, and a 31% shorter
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Table 2
Run time (in h:min) of each of the 15 cases with 25 segments.
𝛥𝑠 (m) 𝛥𝑡 (s)

0.07 0.05 0.03

0.8 01:14 01:25 02:13 01:37
0.5 01:44 01:48 02:50 02:07 +30.93%
0.3 01:50 02:30 04:00 02:47 +31.50%
0.2 03:30 04:35 07:25 05:10 +85.63%
0.1 12:26 17:20 27:20 19:02 +268.39%

04:09 05:32 08:46 Time
+33.33% +58.43% Difference

processing time compared to 𝛥𝑠 = 0.3 m. The case with 𝛥𝑠 = 0.8 m also
presented a much shorter computational time, but with much worse
results. Compared to the mesh size, the time step has little impact
n the results, and there is a considerable increase in processing time
rom 𝛥𝑡 = 0.05 s to 𝛥𝑡 = 0.03 s, so the former was adopted. In summary,

after the tests described above, the discretizations adopted were: 𝛥𝑠
= 0.5 m, 𝛥𝑡 = 0.05 s, and 𝛥𝑧 = 0.4 m.

Computational model verification

Since it is not feasible to present a comparison of all 181 simula-
tions, only three are shown for the model verification, representing the
different behaviors observed in the results.

It is important to note that directly comparing free surface eleva-
tion time series from different locations is ineffective. This is because

ave propagation velocity varies with wavelength, and since the series
ontains multiple sinusoidal components with different lengths, each
ropagates at a distinct speed, altering the time series shape as it
volves. This phenomenon is illustrated in Fig. 6, which shows a time

series of 𝜂 measured at the wave channel inlet, overlaid with the
elevation at the center of the hydropneumatic chamber of an Oscillating

ater Column (OWC) WEC, where both time series are offset from each
ther due to the wave propagation along the channel. All details about
he considered OWC can be found in the supplementary material of this

paper.
The time series in Fig. 6(a) show the free surface elevation for case

2 × 05 (row 12 from the bottom and column 5 from the left of Fig. 3),
which presented 𝐻s = 0.54 m and 𝑇m = 6.90 s.

In Fig. 6(a), the RMSD between the elevation time series from
OMAWAC and that at the channel inlet was 0.092 m. This close match
hows that transforming elevation into velocity profiles and applying
hem as boundary conditions effectively reproduces the original sur-
ace elevation, indicating that the WaveMIMO methodology accurately
eplicates the original sea state at the wave channel inlet.

While Fig. 6(a) depicts a typical case of wave climate in the munici-
pality of Rio Grande, Brazil, and how the WaveMIMO methodology ad-
equately represents this wave climate using irregular waves; Figs. 6(b)
and 6(c) illustrate extreme cases, which exhibit some behavior differ-
ences worth mentioning.

Fig. 6(b) presents the same comparison as Fig. 6(a), but for case
0 × 14 (see Fig. 3), which presented the highest value of 𝑇m in the

set of simulations performed, with wave parameters 𝐻s = 1.62 m and
𝑇m = 11.70 s. It can be observed that, analogously to the first case, the
time series obtained at the inlet showed a free surface elevation similar
to the original, but with RMSD of 0.178 m, being almost twice as large
s in the previous case. However, RMSD is a dimensional value, which
an be larger for a variable with naturally higher values. In this case,
s is almost 3 times higher than in case 12 × 05 (Fig. 6(b)), so an

increase in RMSD is not unexpected. Nevertheless, it is possible to use
 reference metric to normalize RMSD values, such as the root mean
quare (RMS) [38], which is widely used in the field of electricity to
haracterize a variable with sinusoidal behavior.

The normalization parameter commonly used is the arithmetic mean
or simple mean), and the ratio between the RMSD and the mean is the
6 
scatter index (SI) [39], which quantifies the RMSD in a dimensionless
anner. However, for waves, the arithmetic mean is almost always a

poor choice due to the oscillatory nature of 𝜂, which results in the mean
being close to zero, regardless of the wave height. For this reason, the
definition of SI was used, and instead of the arithmetic mean, the RMS
was used for normalization.

The RMS of the free surface elevation (𝜂RMS) for case 12 × 05
see Fig. 6(a)) was 𝜂RMS = 0.205 m, which, with a RMSD of 0.092 m,

resulted in a SI of SI12×05 = 0.447. Meanwhile, in case 20 × 14 (see
Fig. 6(b)), with 𝜂RMS = 0.486 m and RMSD = 0.178 m, the SI was
SI20×14 = 0.367. This indicates that the difference between original and
simulated elevations is rather low between the two cases, given the
order of magnitude of the free surface elevations.

Furthermore, Fig. 6(a) shows that, at the wave channel inlet, the
elevation spectrum closely follows the TOMAWAC spectrum with a
small margin of error, as the largest differences occurred from 1 ×
10−1 m2∕Hz onwards, while the spectrum peak showed values on the
order of 1 m2∕Hz. This difference is possibly due to the random phase
spectrum inserted into the data (which the TOMAWAC spectrum does
not have), and to the noise generated by the method used to calculate
the spectrum. Additionally, case 20 × 14 (see Fig. 6(b)) featured waves
generally larger than the ones in case 12 × 05, so, they were less
susceptible to disturbances in their hydrodynamics.

Finally, the third case in Fig. 6(c) (11 × 20 from Fig. 3) is somewhat
opposite to case 20 × 14: the period is intermediate, but the wave
height is one of the highest recorded for this location, with wave
parameters 𝐻s = 2.34 m and 𝑇m = 6.30 s. The difference from Fig. 6(b) is
lear, in which case 20 × 14 contained much more spaced oscillations
f free surface elevation, indicating that waves were shorter.

The RMSD in this third case is 0.371 m, twice the value of case
0 × 14, but in compensation, waves are larger, and, consequently the
veraged free surface elevation, 𝜂RMS = 0.678 m, resulting in a scatter

index of SI = 0.548, higher than the previous cases. This difference is,
possibly, caused by the slender nature of the waves. In the 20 × 14
scenario, waves presented a much larger period and wavelength; in
this case, waves are slender, so it is possible that Fluent had greater
difficulty in propagating these waves, which ended up dissipating more
than others, thus causing the observed difference.

Furthermore, considering 𝐻𝑠 values of the 3 verification cases in
Fig. 6, the capability of the computational model to generate irregular

aves with different wave heights is evident. Therefore, a qualitative
erification based on these results is also inferred, in addition to the
uantitative verification already presented.

Available power and energy

The goal of WEC studies is to estimate energy, and using complex
ave generation methodologies enhances the reliability and realism
f simulation results. Simulating WEC devices helps estimate available
ower, which is often used to characterize a wave energy project. This
ork focuses on the wave energy capture stage (primary conversion),
eveloping a methodology to integrate realistic sea state data from a

specific location with a WEC device to determine its optimal operating
range. To do so, in the supplementary material the numerical method
proposed was applied in an OWC WEC.

Conclusions

The goal of this study was to bridge the gap between the large-scale
spectral representation of sea states and the short-scale fluid-dynamic
modeling of WEC device behavior. By transforming the spectrum into
a time series of free surface elevation, a sea state was imposed as a
boundary condition in a fluid-dynamic model. Using the WaveMIMO
methodology and a statistical characterization of the wave climate in
Rio Grande, southern Brazil, a numerical procedure was developed to

efficiently estimate the available power for conversion during 2014.
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Fig. 6. Comparison of the data from TOMAWAC and Fluent at the wave flume inlet, for cases: (a) 12 × 05 (𝐻s = 0.54 m and 𝑇m = 6.90 s); (b) 20 × 14 (𝐻s = 1.62 m and 𝑇m = 11.70 s);
and (c) 11 × 20 (𝐻s = 2.34 m and 𝑇m = 6.30 s).
This numerical method can convert a variance spectrum into a statisti-
cally equivalent time series of sea surface elevation, allowing long-term
sea state spectra to be represented on short time scales.

Previous studies have shown that regular waves are not adequate
predictors of the available power for conversion [36,40], hence the
need to use irregular waves. In this context, the results of the present
study demonstrated that the proposed methodology adequately repre-
sented the imposed sea state in the numerical model, confirming that it
can be used for the simulation of irregular waves statistically equivalent
to the sea state spectrum used.

To reproduce realistic irregular waves, a calibration of the com-
putational model was carried out aiming to define its spatial and
temporal discretizations, defining: inlet segments size (𝛥𝑧) of 0.4 m,
mesh elements size (𝛥𝑠) of 0.5 m, and time step size (𝛥𝑡) of 0.05 s
(see Tables 1 and 2), with RMSD of 0.1784 m and a processing time
reduction around 31% for all 181 performed numerical simulations.
After that, the verification of the computational model was performed
considering 3 of the 181 cases, which are: 𝐻s = 0.54 m and 𝑇m =
6.90 s, 𝐻s = 1.62 m and 𝑇m = 11.70 s, and 𝐻s = 2.34 m and 𝑇m =
6.30 s; reaching SI values, respectively, of 0.447, 0.367, and 0.548. In
7 
addition, by comparing 𝐻s values of these 3 cases investigated in Fig. 6,
one can easily identify the ability of the model to generate irregular
waves with different wave heights. Therefore, the computational model
was properly verified in quantitative and qualitative ways, proving its
capability to represent the different components of a sea state.

Summarizing, in this study, a full year was represented by 181
simulations of 15 min each, representing approximately 0.5% of the
original volume of data, thus allowing the estimation of the available
energy in a WEC device during a year of operation under realistic sea
conditions obtained from a spectral simulation of sea state. Thus, by
combining the spectral representation of waves with the time domain
representation to generate data for the simulation of WEC devices, it
is possible to use this data to estimate the WEC available power. An
application of this methodology can be found in the supplementary
material of the present work, in which an OWC was investigated.
Therefore, this work has achieved its main goal and it is hoped that
this will be a step towards adopting renewable energy sources and the
supply of global energy demand sustainably.

In future investigations, it is possible to employ the proposed
methodology to evaluate different types of WECs, considering other
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locations to install them. In addition, the Wave to Wire process is an
important approach that will be addressed in future investigations.
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